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Abstract 

Business Intelligence is a well-established term for methods, concepts and tools to 

retrieve, store, deliver and analyze data for management and business purposes. 

Although collaboration across company borders has substantially increased over 

the past decades, little research has been conducted specifically on Cross-

Company BI. Here we propose a working definition and distinction from general 

collaborative decision making. We create a model that takes existing research and 

related approaches of adjacent fields into account as well as a peer-to-peer 

network design. With an extensive simulation and parameter testing we show that 

the design proves valuable and competitive to centralized approaches and that 

obtaining a critical mass of participants leads to improved usefulness of the 

network. To quantify the observations, we introduce appropriate quality measures 

rigorously derived from respected concepts on data and information quality and 

multidimensional data models. 

 

Keywords 

Business Intelligence 
Collaborative Business Intelligence 
Cross-Company Business Intelligence 
Quality Measurement 
 
  



 

 

 
 
 



I 

 

Index 

List of figures .......................................................................................................... II	

List of tables .......................................................................................................... III	

1	 Introduction ..................................................................................................... 1	

2	 Towards a definition of Cross-Company Business Intelligence ..................... 3	

2.1	 Business Intelligence and Data Warehousing.......................................... 3	

2.2	 Collaborative BI ...................................................................................... 4	

2.3	 Definition and review of Cross-Company BI .......................................... 6	

3	 A model of CCBI networks ............................................................................. 9	

3.1	 Parallel and Distributed Data Warehouse Concepts ................................ 9	

3.2	 Dealing with Heterogeneous Multidimensional Data Schemes ............ 10	

3.3	 Distributed analyses and agents ............................................................. 12	

3.4	 Security and Trust .................................................................................. 13	

3.5	 CroCoBIN: A Simple Reference Model for Peer-to-peer-based 

 CCBI-Networks ..................................................................................... 14	

4	 Quality measurement in CCBI networks ....................................................... 17	

4.1	 Notations and Terminology ................................................................... 17	

4.2	 Measures in CCBI Networks ................................................................. 18	

4.3	 Measure and Quality Definitions ........................................................... 19	

4.3.1	 Mapping Quality (MQ) ...................................................................... 20	

4.3.2	 Path Quality (PQ) .............................................................................. 23	

4.3.3	 Routing Quality (RQ) ........................................................................ 25	

4.3.4	 Net Quality (NQ) ............................................................................... 26	

5	 Network simulation and results ..................................................................... 27	

5.1	 Simulation Model and Implementation Design ..................................... 27	

5.2	 Preliminary Studies ................................................................................ 29	

5.3	 Network parameter analysis .................................................................. 29	

5.4	 Forecasting Abilities of Simple Qualities .............................................. 32	

6	 Conclusions ................................................................................................... 35	

References ............................................................................................................. 37	

Appendix ............................................................................................................... 47	

 



II 

 

List of figures  

Fig. 1: Exemplary 'geography' dimension with hierarchy ....................................... 4	

Fig. 2: Orientation framework for CBI and CCBI with the results of the 

 literature reviews .......................................................................................... 8	

Fig. 3: Mapping problems with different implementations of a  

 'geography' dimension ............................................................................... 11	

Fig. 4: Five components of a CroCoBIN .............................................................. 15	

Fig. 5: CroCoBIN Reference Model ..................................................................... 16	

Fig. 6: Levels, quality measures and influencing factors for CroCoBIN .............. 19	

Fig. 7: Two exemplary TMQ-identical mappings  with different MQs and MQc . 21	

Fig. 8: Vectors of mappings to determine the cosine similarity ............................ 22	

Fig. 9: Plots of nine exemplary t-norms ................................................................ 24	

Fig. 10: Illustrative example of a TPQ calculation along a simple path ............... 25	

Fig. 11: Alternative routing possibilites in a five-element network ..................... 25	

Fig. 12: NQ and TNQ values of different network types ..................................... 31	

 



III 

 

List of tables 

Tab. 1: Results of the literature review on CBI ..................................................... 5	

Tab. 2: Results of the literature review on cross-company terms and BI .............. 7	

Tab. 3: Properties of dimension mappings .......................................................... 12	

Tab. 4: Properties of dimension mappings linked to partial mapping qualities .. 23	

Tab. 5: Parameters for net generation in CroCoSIM ........................................... 28	

Tab. 6: Parameters for neighborhood selection in CroCoSIM ............................ 28	

Tab. 7: Parameter values of different network studies ........................................ 30	

Tab. 8: Influence of parameters on NQ and TNQ ............................................... 32	

Tab. 9: Names and definitions of t-norm families ............................................... 47	

Tab. 10: Ranks and z-values for different t-norms ................................................ 47	

Tab. 11: NQ and TNQ values for different networks (2nd study) .......................... 48	

 

 



 

 

 
 

 

 



1 

 

1 Introduction 

Today’s business is highly interconnected and operating on a high technical 

niveau. Decreasing costs and latency times of communication, information 

gathering and analysis lead to a growing need and possibility of decentralized 

decision authority in companies (Bloom et al., 2014). Thus, exchange of data and 

information is constantly rising and external data sources can be integrated in the 

process. The gathering, provisioning and analyzing of data is most often 

subsumed under the term Business Intelligence (BI), which covers concepts, 

methods, and systems of decision support in enterprises (Watson and Wixom, 

2007). While there has been done extensive research on inter-company processes, 

e.g., around the well-known concept of Supply Chain Management (Mentzer et 

al., 2001), cooperative work across company borders in BI has sparsely been 

considered and therefore is a desired field of research in Information Systems (IS) 

(Baars et al., 2014). Applications of these cross-company relations can, e.g., be 

found in the sectors of research, industry, and health, and are especially valuable 

for small and medium-sized enterprises (cf. section 2.3). Existing approaches are 

often based on the premise of a central ‘data scheme’ or even a central system 

(e.g., Martins et al. (2012); Mettler and Raber (2011)). The possible advantages of 

fully decentralized systems, first and foremost independence of the participants 

and flexible structures (Schoder and Fischbach, 2003), so far have not been taken 

seriously into account for research on peer-to-peer(P2P)-based BI networks, 

although P2P networks have proven useful for general data and information 

exchange (Barkai, 2001; Miller, 2001; Schoder and Fischbach, 2002). A first 

working model of P2P-based BI has been given by Golfarelli et al. (2011) with 

the Business Intelligence Network (BIN). The authors focus on technical terms, 

especially on reformulations of database queries in those networks, and give a 

broadened research agenda which describes the need to develop a more 

comprehensive model, e.g., for a discussion of security topics, and to discover 

quality measures that can be used to determine the usefulness of the concept. The 

authors use the term Collaborative BI (CBI) (Golfarelli et al., 2012a), to describe 

their field of work. This term has been identified as being not (solely) focused on 

inter-company work (Kaufmann and Chamoni, 2014). 
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We therefore aim to achieve and provide an understanding of (1) Cross-Company 

BI (CCBI) as a more suitable term and concept, (2) the creation and structure of 

CCBI-networks, (3) how their quality or usefulness can be measured, and (4) in 

which configurations they can be used for practical needs in an inter-company 

context. To do so, we choose a design science research approach, which focuses 

on artefact creation (in our case: a model and a prototypical implementation of a 

network simulation tool) to gain insight (Hevner et al., 2004). More precisely, we 

work on an exaptation (Gill and Hevner, 2013), i.e., we extend known ideas and 

methods (network design, BI systems) to a new domain (cross-company BI). By 

that we deliver prescriptive knowledge on CCBI-networks and the respective 

simulation models as well as descriptive knowledge, e.g., by evaluating the idea 

of a ‘critical mass’, needed for successful network usage (Katz and Shapiro, 

1994), to these networks.  

The remainder of this article is structured as follows. Chapter 2 covers the state of 

the art on CBI and CCBI to give a working definition of the topic. Chapter 3 

describes relevant aspects for a comprehensive model of CCBI-networks and the 

model itself. Chapter 4 uses the model to develop applicable quality measures. By 

using an implementation of a simulation tool for CCBI networks, Chapter 5 

demonstrates the appropriability of the quality measures themselves as well as the 

results of different studies on varying network configurations which determine 

guidelines for the creation of practically usable networks. Our conclusions and a 

view on future research are given in Chapter 6.1 

                                                 

1  This article is based on a dissertation thesis and partly only shows an excerpt of more 
comprehensive work (cf. Kaufmann (2015)). 
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2 Towards a definition of Cross-Company Business Intelligence 

This chapter gives a brief introduction into the field of BI in general and then 

presents the methodology and results of a literature review on collaborative and 

cross-company BI. The findings are used to create a working definition of cross-

company BI and to distinguish different understandings of the various terms and 

applications. 

2.1 Business Intelligence and Data Warehousing 

BI systems are understood as data-driven Decision Support Systems (DSS), as all 

parts are based on data gathering, provision, and analysis or presentation (Laudon 

and Laudon, 2006; Power, 2009; Sharda et al., 2014). The main concept or tool in 

BI is the Data Warehouse (DW), which we understand in the form described by 

Inmon (2005): “A data warehouse is a subject-oriented, integrated, nonvolatile, 

and time-variant collection of data in support of management’s decisions.“ 

(Inmon, 2005, p. 29) The stored data is usually multi-dimensional and can be 

represented by a (hyper-)cube and analyzed with the means of Online Analytic 

Processing (OLAP). Every cube is spanned by a number of dimensions, consisting 

of elements that may be hierarchically organized. The combination of elements 

along all given dimensions then leads to the point of stored data, the ‘fact’. We 

use the ࣧࣞ-notation as an accepted standard (Vaisman et al., 2009) to provide a 

basic formal definition of this concept for the purpose of measure definitions later 

on. We reference to Cabibbo and Torlone (1998) and Torlone (2008) for a more 

detailed version of our short explanation: 

A dimension scheme ܵሺ݀ሻ consists of a set of hierarchy levels ܮ ൌ 	 ሼ݈ଵ, … , ݈ሽ and 

a partial order ≼ on ܮ, with ݈ଵ ≼ 	 ݈ଶ meaning: Elements in ݈ଵ are aggregated to 

elements in ݈ଶ , saying they are ‘rolled up’. ܮ  is a finite set and has a bottom 

element ٣ (regarding  ≼). 

A dimension instance ܫሺ݀ሻ consists of a function ݉, that associates real world 

elements to levels and a group of functions ρ, having a roll-up function 

భ→మ:݉ሺ݈ଵሻߩ → ݉ሺ݈ଶሻ for all pairs ݈ଵ ≼ 	 ݈ଶ. 

A dimension ݀ is build up by a scheme ܵሺ݀ሻ  and an instance ܫሺ݀ሻ. 
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A cube ܿ consists of a set of dimensions ܦ ൌ		 ሼ݀ଵ, …	݀ሽ, and a (at this point not 

detailed) fact scheme and instance function, assigning fact values to coordinates, 

i.e., tuples of elements. 

We will use the exemplary dimension ‘geography’ (see Fig. 1), consisting of three 

levels with one, three or six elements respectively, throughout the paper to 

describe our considerations on elements, levels, and their use for quality measure 

definitions. 

 

Fig. 1: Exemplary 'geography' dimension with hierarchy  

Besides creating ad-hoc queries on the data warehouse and OLAP cubes, the 

stored data is used as a data base for reporting and various tasks in the context of 

Knowledge Discovery in Databases (KDD), especially making use of data mining 

algorithms to identify and apply useful patterns in the data by using techniques 

such as classification, clustering, and association rule mining (Fayyad et al., 

1996). BI systems can be considered to be an industry standard as of today, with 

their analytical applications still gaining momentum due to ongoing developments 

in the fields of Business Analytics and Big Data (Forbes, 2015; Gartner Inc., 

2016). 

2.2 Collaborative BI 

There has been extensive research about the support of decision making processes 

in groups by DSS and information technology (IT) in general (DeSanctis and 

Gallupe, 1987; Markus and Silver, 2008). The respective systems are, in 

difference to data-driven BI systems, classified as communication-driven DSS 

(Power, 2009) and support the decision making process itself rather than 

providing collaborative features in a BI context. This is changed by the prominent 

availability and use of Social Media, i.e., tools for simple messaging and 

networking via the Internet. Over the past few years, BI systems have 

incorporated these tools to provide easy accessible solutions for communication of 

different analysts as described in one of the first substantial publications on the 
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topic by Dayal et al. (2008). This ‘collaborative BI’ thereafter has not only been 

discussed in research, but also in market studies, e.g., by Gartner Inc. (2011, 

2014) in the context of Collaborative Decision Making. In a former literature 

review on CBI (as of March 2013) we have shown that the term is not used 

unambiguously (Kaufmann & Chamoni, 2014). Instead, three different 

understandings could be identified that focus on different combinations of internal 

and external data sources and data analysts. As this review provides a solid base 

for our considerations on company-internal and company-spanning (or ‘cross-

company’) collaboration in the field of BI, we created an updated literature review 

on the field of Collaborative BI. We followed the method as given by the previous 

review to renew the findings and to determine the state of the art. We thereby 

covered all publications of the AIS senior scholars’ basket of eight (AIS, 2011), 

the design science research oriented journal and conference list provided by the 

German WKWI (2008), and all relevant publications in an appropriate backward 

search (Webster and Watson, 2002). Tab. 1 compares the results of both of the 

reviews by showing the number of publications for each category using the 

original distinction into three fields of CBI. Additionally, following Böhringer et 

al. (2010) and Turban et al. (2011), for each category it is shown whether the 

authors focus on technical, organizational, functional, and/or economic aspects. 

This illustrates the strong focus on technical aspects that most authors use to 

define CBI. 

Tab. 1: Results of the literature review on CBI 

Category 

# publications Aspects discussed 

2015 (2013) Technical 
Organiz

ational 
Functional Economic 

Internal Communication 36 (20) 33 (17) 7 (6) 2 (2) 6 (4) 

Partnership in data 8 (4) 7 (2) 1 (2) 5 (2) 6 (2) 

Partnership in analysis 4 (3) 3 (2) 1 (1) 0 (0) 4 (3) 

 

While all identified references use the term Collaborative BI, it can clearly be 

seen that the majority of authors uses it in an understanding that focuses on 

company-internal communication which in some cases can include 

communication with partner organizations, e.g., for getting additional advice, but 

never includes data sharing. These authors mainly use CBI to describe the use of 

Social Media-like functions to provide analysts with tools to collaborate in 
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existing BI environments. Authors that understand the term in a cross-company 

meaning either focus on partnership in data, where data sources are shared, but 

then used by every company on its own, or partnership in analysis, where data is 

shared and then is analyzed in a combined effort, e.g., to profit from different data 

models in the insurance industry. 

2.3 Definition and review of Cross-Company BI 

Considering the results of the current literature review on Collaborative BI, we 

argue that a modern definition should reflect the strong focus on internal 

collaboration. Such a definition is given by Muntean (2012), who is one of the 

authors in the reference list: “Collaborative Business Intelligence – the integration 

of information sharing features and functionality of popular Web 2.0 technologies 

and social media platforms within a BI platform (…)“ (Muntean, 2012, p. 196). 

We therefore also argue that a different term should be used for all the work on 

collaboration in BI that extends over company borders. Besides the usage of 

‘Collaborative BI’ ((Alwis, 2004; Golfarelli et al., 2010, 2011, 2012a; Klarmann 

et al., 2013; Liu and Daniels, 2012; Martins et al., 2012; Mettler & Raber, 2011; 

Rizzi, 2012; Schwalm and Bange, 2004; Vera-Baquero et al., 2013; Werner et al., 

2010)), our review has brought up the phrases “BI across enterprise borders” 

(Baars et al., 2014, p. 13), “information sharing across organizational borders” 

(Gartner Inc., 2013) , and “cross-enterprise business intelligence” (Simon and 

Shaffer, 2002, p. 132). We conducted a second literature review using Google 

Scholar to identify any publication that would make use of one of these terms and 

also added ‘company-spanning’, ‘inter(-)company’, ‘inter(-)organizational’ and 

‘cross-company’ as possible search terms in combination with ‘Business 

Intelligence’ to see if any accepted definition of the concept had not been 

identified by the literature review before. The search terms were comprised of the 

phrases for denoting a company-spanning intention plus ‘Business Intelligence’ 

and making use of the AROUND(20)-operator to find every combination of these 

phrases within a 20-word range. Tab. 2 shows the number of results for each 

search term. The references have been added if they (1) clearly addressed the 

topic, (2) were not found in the former literature search, (3) were not coextensive 

publications by the same authors previously identified.  
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Tab. 2: Results of the literature review on cross-company terms and BI 

Search term # results References found 

across company borders 1 (Wuertz et al., 2013) 

across enterprise borders 0  

across organizational borders 0  

cross enterprise 13 
(Arigliano et al., 2013), note that this 
publication accounts for 9 of the 13 results 

cross company 0  

company spanning 0  

enterprise spanning 0  

inter-company 0  

intercompany 1 (Rodriguez et al., 2010) 

inter-organizational 6  

interorganizational 10  

 

Wuertz et al. (2013) argue that for a conglomerate of companies working together, 

a BI organization, e.g., a company-spanning BICC must be established. They give 

the example of a product-oriented DWH for industrial companies to share 

information, but do not focus on the general concept of cross-company BI. 

Arigliano et al. (2013) use the example of Italian industrial SMEs to discuss the 

need of integration in decision making and BI without giving further details. 

Rodriguez et al. (2010) refer to intercompany data distribution in the healthcare 

sector, but do not give any definition of that term or discuss it further. All three 

articles can be understood as focusing more on partnership in data than in 

analysis. While arguably Google Scholar is not the one-and-only reference for a 

literature review, it has been shown that its flaws should be considered to be on 

the side of precision rather than on the coverage of articles, which in fact proves 

to be very high (Bramer et al., 2016; Harzing, 2012; Meier and Conkling, 2008). 

Therefore we argue that with a high certainty there is no widely accepted term or 

definition for the concept in question and give 

Definition (1) Cross-Company Business Intelligence (CCBI) describes 

concepts, methods, and systems to support data gathering, 

storage, provision, presentation, and analysis across company 

borders with regards to the independence of all participants. 
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We emphasize the latter part of the definition to focus on the willing collaboration 

of companies and to prevent confusion with BI systems that are just provided via 

‘the cloud’ (Baars and Kemper, 2010), centralized systems where one company 

holds all data of all partners (Mettler & Raber, 2011), or ‘Information as a 

service’-approaches where data and information access is sold by a single instance 

(Gartner Inc., 2013). As a practical use case we refer to the idea of loosely 

coupled institutions that share data as universities might when evaluating research 

activities (Golfarelli et al., 2012a). External links and collaborative work, for 

example, but not limited to, in decision support, have also been of special interest 

for small and medium enterprises in research and development (R&D) activities 

(Ale Ebrahim et al., 2009; Rothwell and Dodgson, 1991). A practical 

implementation of those company networks that emphasizes the independence of 

the partners and allows for project-bound connecting and disconnecting can be 

found in the German automotive sector (Scholta, 2005), although no ready-to-use 

CCBI-network has been implemented there yet. Finally, Fig. 2 shows the 

orientation framework used in (Kaufmann & Chamoni, 2014) to clearly 

distinguish CBI and CCBI. Identified publications of both literature reviews are 

shown as filled squares and, where applicable, are grouped by rectangles to show 

a similar understanding. Publications that only deal with related concepts are not 

shown in this overview, but are identified and analyzed in section 3 of this article. 

  

Fig. 2: Orientation framework for CBI and CCBI with the results of the literature reviews 
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3 A model of CCBI networks 

To implement CCBI, network structures between companies have to be formed 

that accommodate the specific needs of information workers in those partner 

companies. While different structures are possible, we first present the BIN 

concept that describes a P2P network of autonomous organizations that share BI 

functionalities. It focuses on OLAP queries via different nodes in the net and 

allows for translation chains between not directly coupled peers (Golfarelli et al., 

2011, 2012b; Rizzi, 2012). We take this model as a starting point of thought and 

use the results of the literature review above to conduct an exhaustive search for 

(partly) related concepts and techniques to show which ideas are well-covered by 

the model and by research in IS or IT – and which are not or even missing. 

3.1 Parallel and Distributed Data Warehouse Concepts 

Different DW architectures exist that more or less separate the stored data into 

different ‘data marts’, i.e., parts of all data in the physically or virtually integrated 

DW, and interconnect those data marts. In any case, an integration of the data is 

necessary, as it is not evaluable otherwise (Sen and Sinha, 2005). An overview of 

generally suitable approaches for these cases is given by Furtado (2009). Wehrle 

et al. (2005) describe the concept of creating a distributed DW using a grid of 

different computers holding the data. All queries are administrated and routed via 

a central ‘coordinator’, i.e., a central server system which might itself be spanned 

over several machines. Even less regulated and completely decentral is the ‘brown 

dwarf’, a network of DW nodes that form an overlay based on an underlying P2P 

network, thus providing redundancy, empirically proven speed improvements, and 

a working network even if one or more nodes fail (Doka et al., 2011). This does, 

however, require the allowance of changes in the peers’ local systems, which 

neglects their autonomy. Some work also has been done on OLAP queries in 

(P2P) network themselves, mainly focusing on strategies for caching results 

(Kalnis et al., 2002; Kehua and Manirakiza, 2012; Seshadri et al., 2005), chosing 

the best adjacent peers (Aouiche et al., 2006), and approximating results (Wu et 

al., 2009). All these approaches provide valuable aspects for a CCBI model, but 

assume a uniform data scheme, which usually is not the case and cannot always 

been achieved when different companies or organizations decide to exchange data 
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(Vaisman et al., 2009). The following paragraph therefore examines the 

overcoming of different data schemes. 

3.2 Dealing with Heterogeneous Multidimensional Data Schemes 

Three different basic approaches exist to merge data sets with different 

multidimensional schemes: (1) Using a central scheme in a central DW for all 

data, (2) using a distributed (‘federated’) DW approach with a global scheme, and 

(3) using autonomous DW systems whose schemes are merged when needed, e.g., 

based on translation tables (Rizzi, 2012; Tseng and Chen, 2005). As we 

emphasize the aspect of independence and the possibility to couple or uncouple 

systems on demand, only the third approach seems reasonably applicable here.  

We therefore need to ‘match’ two or more different data schemes (and data sets) 

by creating a ‘mapping’ of the elements, hierarchies, and so on. Very thorough 

investigations of available matching methods and algorithms have been given by 

Rahm and Bernstein (2001) and later by Shvaiko and Euzenat (2005). All authors 

differentiate the matching algorithms on the use of scheme information only or 

taking other information into account, such as the evaluation of instances, 

linguistic analyses, or user input. Further work can be found by looking at the 

concepts of ontology matching (Shvaiko and Euzenat, 2013), as ontologies and 

their ability to flexibly represent hierarchies are common in a DW context to 

describe the stored information (Kehlenbeck and Breitner, 2009; Pardillo and 

Mazon, 2011). All approaches, however, are focused on providing a matching of 

somewhat flat structures. In a DW, simply finding a mapping on an element-by-

element basis might not be sufficient. It cannot be guaranteed that aggregations in 

dimensions or cubes can be performed properly, e.g., because some elements were 

mapped to wrong levels, wrong elements, or were not mapped at all (see Fig. 3 for 

exemplary mapping problems of two differently implemented ‘geography’ 

dimensions).  
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Fig. 3: Mapping problems with different implementations of a 'geography' dimension 

 

The underlying problems are diverse and have been subjects of discussions, but 

are not yet solved (Berger, 2009; Mazón et al., 2009). This might be the reason, 

why even the BIN approach addresses the problem, but works with the 

assumption of a correct mapping (Golfarelli et al., 2012b). While the term ‘correct 

mapping’ seems to be intuitive with regards to humans defining a mapping of two 

dimensions and their hierarchies, little research has been done on the systematic, 

formal description of correctness. Banek et al. (2007) address the problem of 

creating an algorithm that must preserve the order of dimension levels, but they do 

not formulate a final condition for that. For the first time Torlone (2008) describes 

desirable properties of a ‘perfect match’ (considering one dimension on each side) 

by making use of the order of levels, the completeness of the mapping and the 

aggregation functions in place. These properties are presented in Tab. 3, using the 

formal notation introduced in paragraph 2.1 and defining a dimensional matching 

as a function ߤ: ݀ଵ → ݀ଶ, assigning the levels of ݀ଵ to fitting levels of ݀ଶ. Riazati 

et al. (2011) show that enforcing strictness, i.e., the aggregation of elements to one 

and only one parent, also is a desirable property of dimensions, both for singular 

use and for mappings.  
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Tab. 3: Properties of dimension mappings (µ denotes the matching function) 

Property Description 

Coherence 
After matching, each pair of levels ݈, ݈′ represents the same 

hierarchical order as before, i.e., ݈ ≼ଵ ݈ᇱ ↔ ሺ݈ሻߤ	 ≼ଶ  .ሺ݈ᇱሻߤ

Soundness 
The mapping is complete regarding all elements, 

 i.e., ݉ଵሺ݈ሻ ൌ ݉ଶሺߤሺ݈ሻሻ. 

Consistency 

The aggregation function ߩ is preserved for each pair of 
levels,  

i.e., ߩଵ
→ᇱ ൌ ଶߩ

ఓሺሻ→ఓሺᇲሻ. 

Strictness 

In all dimensions, every aggregation of elements is done 
with respect to a maximum of one ‘parent’ element of the 

superior level, i.e., for each pair of levels ݈,  →ᇱ isߩ ,′݈

functional, i.e., right-unique. 

 

The given measures present a standard for considerations on defining the 

goodness of an already finished mapping (Beneventano et al., 2013; Bergamaschi 

et al., 2011), but do not necessarily present a final set of measures. We therefore 

use them as a basis for the development of quality measures for mappings, 

especially in CCBI networks, in chapter 4. We also show that for the mapping of 

whole cubes they have to be supplemented by other measures that take more 

information into account, namely the relation of different dimensions to each 

other (see section 4.3.1). 

3.3 Distributed analyses and agents 

While distributed data warehouses mainly address the idea of storing and 

providing data, our former findings have shown that distributed analyses are a part 

of CCBI, although not often considered in the respective research. One of the 

most prominent concepts in distributed work is that of intelligent agents, i.e., 

systems or pieces of software that are able to function autonomously and are able 

to react, take proactive measures and to function collaboratively including the 

exchange of information (Wooldridge and Jennings, 1995). The literature review 

showed that the idea of agents in BI is already established in a one-company 

setting (Molensky et al., 2010). Bobek and Perko (2006) present a synthesis of 

agent-based BI research that structures the field in distributed data acquisition, 

modeling, and delivering. They provide the example of extracting data from 

different financial organizational sources to build up better scoring models, which 

fits the intention of CCBI networks. Similar work has been conducted on different 
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data mining algorithms that make use of distributed agents to combine several 

data sources (Park and Karpguta, 2003), even using P2P network protocols 

(Giannella et al., 2004). These agents, however, rely on a working network with 

matched data sources. We therefore focus our considerations on the underlying 

network and its structure. Once this has been established, moving well-known 

concepts on agent-based data mining might be an auspicious task (see 

considerations in chapter 6). 

3.4 Security and Trust 

Sharing of data and information always leads to concerns about privacy of the 

participants, particularly in decentralized structures (Kementsietsidis et al., 2003). 

Some authors deal with the topic specifically addressing OLAP queries in 

networks (e.g., Agrawal et al. (2005), Cuzzocrea and Bertino (2011, 2014)), some 

thoroughly discuss security in different levels of P2P networks, e.g., Kirkman and 

Dezhgosha (2011). Also data mining as an analytic task can make use of 

distributed structures, but must ensure not to compromise the privacy of the 

underlying data, e.g., by finding de-anonymizing patterns. Several algorithms for 

this field have been developed and furthermore improved (Kantarcioglu and 

Clifton, 2004; Tassa, 2014). These aspects are becoming more and more of 

interest as the health sector realizes the benefits that arise from sharing 

information about patients, diseases, and treatments between (independent) 

medical institutions. Here, security and anonymity become vital for the success of 

any data sharing initiative, which is why several approaches have been considered 

for that problem (Kohlmayer et al., 2014; Li et al., 2013; Tassa and Gudes, 2012). 

The necessary efforts are not less with a centralized approach than with a 

decentralized one, because institutions permanently transfer data to third parties, 

which demands for even higher security and privacy for the data (Ermakova and 

Fabian, 2013). In addition, the concept of trust between the network participants 

must be considered. Information sharing cannot produce valuable outcome, if 

some partners withhold information (so called ‘free riders’ (Manshaei et al., 

2013)) or even provide false information. All of these problems are known in 

general networks and gain interest in the BI community (Chang et al., 2006; Ooi 

et al., 2003). We acknowledge that a comprehensive CCBI network model must 

take these aspects into account. We save space for them accordingly, but do not 

elaborate on them here to keep the focus on the functional aspects of the network. 
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3.5 CroCoBIN: A Simple Reference Model for Peer-to-peer-based 

CCBI-Networks 

The vast amount of existing approaches for different parts of the research topic 

shows that a lot of aspects have to be considered and have already been discussed, 

although not necessarily with regards to CCBI networks. When creating a model 

of these networks, the first decision to be taken is whether the structure should 

follow a centralistic or decentralistic/distributed approach. As shown in the 

sections before, centralistic approaches tend to lead to an easier integration of the 

data, since both technically and semantically the data can be managed at one point 

using one overlaying data schema. This schema however has to be negotiated 

upfront. When new partners join the network, it has to be altered or the new 

partners have to simply adapt to it, regardless of the goodness of fit to their own 

schemas. The overall discussion on centralization vs. decentralization in IT-based 

networks has been under revision for decades (King, 1983), and still various 

results are shown for case studies in both approaches (Malaurent et al., 2012). 

King (1983) argues that the choice of means mainly depends on the factor of 

‘control’, i.e., the power of one or more over the network and the data in it. CCBI 

focuses on the cooperation of independent partners, which favors an approach 

where not one company alone can gain control over the data, especially if privacy 

issues are of high concerns. Additionally, Arigliano et al. (2013) argue that 

building a comprehensive system implies a substantial risk for SMEs, because for 

such a network a complex and expensive framework has to be created. We 

therefore choose to use a P2P network as the underlying structure which will 

preserve a maximum of autonomy and independence for the partners and allows 

time-bound couplings. We believe these benefits outweigh the efforts for creating 

schema mappings in a dynamic environment. As we show in our study, the quality 

of those networks regarding the available information for all partners actually is 

comparable to networks with a centralistic schema (see chapter 5). P2P networks 

also are acknowledged in adjacent research fields, e.g., knowledge management, if 

centralized structures are uneconomically or impossible to achieve (Maier and 

Hädrich, 2006). They furthermore allow for the usage of concepts from Semantic 

P2P (SP2P) networks that provide similar components and ideas, but focus on 

ontology-based automated data exchange (Mawlood-Yunis et al., 2011). All 

previous considerations on CCBI networks can be structured by using a very 

simple first model of such a network as shown in Fig. 4. 
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Fig. 4: Five components of a CroCoBIN 

A Cross-Company Business Intelligence Network (CroCoBIN) consists of ݊ peers 

that hold data in local DW systems and exchange some or all of this data. The five 

components are: 

(1) The network structure consists of peers ܲ ൌ ሼଵ, … , , … , ሽ , a function 

:ܨ ܲ → 2\∅ , assigning each peer to at least one other, defining its 

neighborhood ܰሺሻ and a metric ݏ: ܲ ൈ ܲ → 	Թ, to determine the similarity of 

two peers‘ data. The net therefore can be represented by a graph GൌሺP,	 Eሻ 

with P being the peers and ܧ ൌ ⋃ ܰሺሻ  being all connections (Aberer et al., 

2005). We additionally assume that ܩ  is connected and not necessarily 

acyclic and that neighborhood is symmetric, i.e., ଵ 	∈ 	ܰሺଶሻ 	↔ ଶ	 	∈

	ܰሺଵሻ, without saying that the quality of the connection or translation is 

identical in both ways. 

(2) The peer structure consists of the local systems and all parts needed for 

network activities. A public data store might be separated from a private data 

store out of security concerns. The public data store must hold the data and 

the scheme information. The network components include the connector itself 

and an appropriate query engine. It also can include cache functionalities for 

internal data, recently provided to others, and external data, recently retrieved 

or passed through (or even pre-fetched data, which we will not discuss here). 

(3) Processes of peer-pairing deal with the selection and implementation of 

matching algorithms. Depending on the public data stores of the peers in each 

pair, it can be useful to allow different algorithms for different peers, which 

fully complies with a P2P approach. It is vital, however, to determine the 

quality of such a connection, to make the pairings comparable to each other 

and to enable routing strategies, see component (4). 
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(4) Processes in the net describe the overall behavior of peers in the network, 

especially the routing of queries, i.e., the decision, which peers to connect to, 

to achieve the best results. Usually this refers to ‘minimal costs’ (Aberer et 

al., 2005). In a CroCoBIN, costs can be understood as ‘information loss’, 

when pairing two peers does not result in a perfect mapping and therefore not 

all information can be transferred, e.g., because one peer has a more detailed 

data scheme than the other (see chapter 4 for a detailed discussion). 

(5) Regulations have to be found by the participants according to their specific 

business situation. Core regulations might include (a) minimal requirements 

on local and network hardware, (b) a minimum of connections each peer has 

to build, so that similarities are possibly high and alternative routes are 

existing, if participants leave the net, (c) security measures, e.g., encryption, 

and (d) a minimum set of data that has to provided, so that each peer 

contributes to the net. 

Taking all that into account, a more sophisticated model can be constructed, that 

serves as a reference model for implementations or theoretical considerations (see 

Fig. 5). It is abstract enough to incorporate existing approaches, e.g., the BIN or 

most of the SP2P concept, while simultaneously providing some definite design 

rules that serve as a common ground for the following developments of quality 

measures and the findings on CCBI networks built upon them.  

 

Fig. 5: CroCoBIN Reference Model 
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4 Quality measurement in CCBI networks 

We already argued for the need of quality measurement in CCBI networks. Our 

demand is supported by the findings of prior work in this area. Melkas (2004) 

states on inter-company networks: “[…] information-related issues require 

particularly urgent attention. […] Challenges appear to be especially numerous 

there. Tools for analyzing information quality in such environments and on the 

basis of qualitative data have been lacking.“ (Melkas, 2004, pp. 74, 75) This 

conforms to the already quoted evaluations of needed research on DW scheme 

matching and BI networks (Golfarelli et al., 2012b; Riazati et al., 2011; Rizzi, 

2012; Torlone, 2008). We therefore structure a CroCoBIN in different levels and 

explain the respective measurement needs and their relations. 

4.1 Notations and Terminology 

To ease the description of measurement definitions and network parts, we first 

give a brief introduction into the notation and terminology we use. We have 

defined a network (graph) ܩ	  and hereinafter use the standard notation ܸ	 ൌ

	ሼݒଵ, ,ଶݒ … , ሽݒ  for the vertices (nodes) and ܧ	 ൌ 	 ሼ݁ଵ, ݁ଶ, … , ݁ሽ  for the edges 

(connections) (Gross and Yellen, 2014). Each edge ݁ has a starting node ݒ and an 

ending node ݒ, with ݒ ് 	݁ , and is writtenݒ ൌ 	 ሺݒ,  . In aݒݒ ሻ or simplifiedݒ

CroCoBIN each connection is bi-directional, so the graph is undirected. A path in 

a network is an ordered set of vertices ݒ, ,ଵݒ … ,  . The path’s length is given byݒ

the number of edges in it. A subpath of ܲ is a path consisting only of connected 

edges of ܲ, holding the same order. ܲ൫ݒ,  .ݒ  toݒ ൯ is the path fromݒ

A node’s degree ݀ሺݒሻ  is the number of its neighbors, so the size of its 

neighborhood ܰ. The density of a graph ݀ሺܩሻ is the relation of all existing to all 

possible edges, i.e., ݀ሺܩሻ ൌ ଶ|ா|

||ሺ||ିଵሻ
. The distance of two vertices ݀ሺݑ,  ሻ is theݒ

length of the shortest path between them. While the size of a graph usually 

denotes the number of edges in it, we use this term differently to denote the 

number of vertices in it (which is usually called the graph’s order). We do so, 

because in the given business context it seems much more appropriate and 

adequate to the common understanding of the word, to define the size of a CCBI 

network by the number of participants instead of the (probably more fluctuating) 

number of connections. 
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4.2 Measures in CCBI Networks 

The basis of any CCBI network is given by the directly established connections 

between peers. To rate those connections, we evaluate the quality of the mappings 

between them. This mapping quality (MQ) is defined w.r.t. information loss or 

similarity and is a descriptive measure that can objectively be evaluated as no 

direct influence is existing. Data and schemes are predefined and the matching is 

presumed to create the best possible mapping according to the purpose of 

multidimensional data exchange. Then, most of the data is exchanged on paths 

with a length greater one. Thus, an applicable combination is to be developed to 

calculate the path quality (PQ) based on the MQ of the used edges. The selection 

of the best paths for one node to interact with others leads to a set of paths, the 

routing. The routing quality (RQ) is evaluated accordingly. Finally, the quality of 

the net as a whole must be measured. As its purpose is to provide a most useful 

surrounding for the participants, its quality is directly dependent on the 

information flow in the net. The net quality (NQ) therefore combines all RQs in 

the net, reflecting each peer’s gain from participating. 

Some influencing factors on the qualities exist. E.g., a minimum or target number 

of connections for each peer could be defined. An underlying topology, e.g., 

random vs. scale-free network design, can change the network behavior 

significantly (Albert et al., 2000; Barabási and Bonabeau, 2003; Seo et al., 2013). 

This might lead to restrictions in the choice of neighborhood for the peers, which 

could have a great impact on routing qualities. The choice of neighborhood itself 

is dependent on the estimated MQ between the peers in question, a factor that 

itself is interesting for analysis, as it brings uncertainty in practical 

implementations. In our measure development and studies we take these factors 

into account as it is shown in the overview on levels, measures, and influencing 

factors (see Fig. 6). 
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Fig. 6: Levels, quality measures and influencing factors for CroCoBIN 

4.3 Measure and Quality Definitions 

A definition of data quality (DQ) has been given with “data that are fit for use by 

data consumers“ (Wang and Strong, 1996, p. 6). With small variations this 

publication is considered to be the standard on data quality and (the here 

interchangeably used term) information quality (Knight and Burn, 2005; 

Naumann et al., 1999; Scannapieco et al., 2005; Tayi and Ballou, 1998). 

Scannapieco et al. (2005) recognize four criteria of DQ in a broad state-of-the-art 

review that are common to all reviewed publications. Data must be accurate, i.e., 

it should not differ from a value that is perceived as a reference. It must be 

complete, as well in quantity as in detail. It must be current, i.e., provided shortly 

after its generation and up-to-date. And finally it must be consistent, i.e., conform 

to specified rules of data integrity. We can see that the currency of the data is 

nearly impossible to ensure or even to examine when matching peer schemes, but 

as DWs hold historical data, this problem is somewhat neglectable for our cause. 

Accuracy is vital, but can only be achieved in the local systems as each peer is 

solely responsible for its data. Completeness and consistency on the other hand 

can be measured in a mapping and, as we have seen, Torlone (2008) provides a 

definition of suitable properties (see Tab. 3). They also can be rearranged to serve 

as measures, especially for the MQ as shown in the following section, which 

Level

Measure Possible influencing factors
on the overall quality of the

networkName Object Influencing factors

Net NQ
Quality of all used
routings in the net

Combination technique for routing
qualities

Other factors, e.g., measures of
robustness of the net

Regulations, e.g., minimum
numbers of connections, target
net topology

Routing RQ
Quality of all actually
used paths

Routing strategy, i.e., selection and
evaluation of the paths

Choice of neighborhood

Path PQ
Quality of the
combination of
connections

Function used for combination of the
connections and their MQ

Usage of directed or undirected edges
for the calculation of the MQ, i.e., 
assumption of equal quality in both
directions

Mapping MQ
Quality of a mapping
between two peers

Criteria for the calculation of the MQ, 
e.g., number of identical elements, 
granularity of the dimensions, and so 
forth

Predicted / estimated MQ

Has influence on

Key
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concludes with a table showing the ‘translation’ of mapping properties to mapping 

qualities (see Tab. 4). 

4.3.1 Mapping Quality (MQ) 

Common approaches for schema integration usually consider a ‘master scheme‘, 

which should be covered by the scheme in question as much as possible. In a P2P 

network each peer (‘A’) tries to optimize the data received. For MQ measurement 

therefore A’s scheme is the master scheme and the MQ should be higher, the more 

data the paired peer (‘B’) can provide for possible fields in the multidimensional 

data set of A. We call the quality measure for this relation the true MQ (TMQ) 

and define its values to be in the interval ሾ0,1ሿ, where 0 means that B does not 

provide any useful data to A and 1 means that B can provide data for all data 

fields defined by the scheme of A. This TMQ is only measurable with full 

knowledge of both schemes and a complete matching process. It is therefore hard 

to determine in real world scenarios and, as shown in the context of the PQ 

(section 4.3.2), hardly usable for pre-evaluating possible connection 

combinations. Still, it provides a solid theoretical control measure that allows 

testing of a simpler calculated MQ. This prevents the effect of a ‘self-fulfilling 

prophecy’, when measures are used to value the outcome of algorithms that use 

the measures themselves (e.g., in Lodi et al. (2008) and Mandreoli et al. (2006)). 

A simpler MQ is necessary to have a real-world-applicable measure that can be 

estimated in a short time, so that this predicted MQ (PMQ) enables peers to 

choose the best connections. This is possible, because, as shown, automated 

schema matchings exist for flat structures and studies show that, compared to 

matchings by humans, they are able to find about 40 to 80 percent of all possible 

mappings (Batista and Salgado, 2007; Duchateau and Bellahsene, 2010; 

Yatskevich et al., 2007). 

Therfore we use the (absolute) property of soundness of a dimension mapping 

(Torlone, 2008) to create a first idea of the MQ, the MQ_soundness (MQs), by 

calculating the amount of mappable elements (of B) compared to the desired 

maximum (by A) for each dimension: 

௦ܳܯ ൌ
ଵ

||
∑ No.	of	mappable	elements	in	d

No.	of	all	elements	in	ௗௗ∈  , with ܦ  being the dimensions in A’s 

scheme. 
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So a mapping is completely ‘sound’, i.e., ܳܯ௦ ∈ ሾ0; 1ሿ ൌ 1.0, if and only if all 

possible elements in each dimension are given by B. Analogously the 

MQ_consistency (MQc) can be calculated by looking at the consistency of a 

mapping, i.e., the coherence of the levels (Torlone, 2008) applied to the elements, 

which demands even more accuracy: 

ܳܯ ൌ
ଵ

||
∑ No.	of	consistently	mapped	elements	in	ௗ

No.	of	mapped	elements	in	ௗௗ∈ , with element ݉  in ݀  being 

consistent, if ߤሺߩሺ݉ሻሻ ൌ  ሺ݉ሻሻ, i.e., the mapping of the parent element ofߤሺߩ	

any element (in A) is equal to the parent element (in B) of the mapping of the 

given element (ܳܯ ∈ ሾ0; 1ሿሻ. 

Both partial qualities do not sufficiently represent a mapping, though. See Fig. 7 

for an example of a two-dimensional data cube (with only one level in each 

dimension and 38ݔ ൌ 24 items in total), where MQs and MQc are different for 

two TMQ-identical mappings (ܶܳܯሺܤሻ=	ܶܳܯሺܥሻ ൌ 	 ଵଶ
ଶସ
ൌ 0,5). Depending on 

the analysis focus, mapping B could be preferred because of the similar 

granularity of each dimension, although it is regarded less desirable because of: 

ሻܤ௦ሺܳܯ ൌ 	
ଵ

ଶ
ቀଶ
ଷ
 

଼
ቁ ൌ 	 ଵ

ଶସ
൏ 	 ଵ଼

ଶସ
ൌ ଵ

ଶ
ቀଷ
ଷ
 ସ

଼
ቁ ൌ  .ሻܥ௦ሺܳܯ	

 

Fig. 7: Two exemplary TMQ-identical mappings  with different MQs and MQc 

To deal with this problem, a third partial quality MQ_balance (MQb) is 

introduced, that uses the cosine similarity (Nguyen and Bai, 2011; Singhal, 2001) 

of the vectors that represent the mappings (based on the mappable elements per 

dimension) and the vector that represents the master scheme (see Fig. 8) to 

determine the best ‘fit’ to the master scheme. 

(a) Master scheme of the

recipient (A)

(b) Coverage by sender (B) (c) Coverage by sender (C)

Dim 1

D
im

2

Dim 1

D
im

2

Dim 1

D
im

2



22 

 

 

Fig. 8: Vectors of mappings to determine the cosine similarity 

Finally, this leads to: 

ܳܯ ൌ cosሺߠሻ, with ߠ being the angle between ܽ and ܾ. 

It is ܽ ൌ ൫|݀ଵ|, … , |݀|, … , ห݀||ห൯ , b ൌ ൫|ߤሺ݀ଵሻ|, … , ,|ሺ݀ሻߤ| … , ൫݀||൯|൯ߤ| , with 

|݀| being the number of elements in dimension ݅ and |ߤሺ݀ሻ| being the number of 

mapped elements for dimension ݅. cosሺߠሻ ൌ ∙

‖‖‖‖
, with ‖ܽ‖ being the Euclidian 

norm: ‖ܽ‖ ൌ ඥ∑ ሺܽሻଶ
ୀଵ . 

It has been shown that singular measures often are less meaningful than their 

combination (Rijsbergen, 1979), which has lead to combined and weighted 

measures in contexts comparable to ours (Aligon et al., 2014; Aouiche et al., 

2006; Banek et al., 2007; Duchateau & Bellahsene, 2010; Freire et al., 2012). We 

therefore propose the final MQ, always to be interpreted from the receiving peer’s 

point of view, i.e., ܳܯሺݒଵ,  ଶሻ is the quality to be achieved by transferring dataݒ

from ݒଶ to ݒଵ:  

ܳܯ ൌ	ఈெொೞାఉெொାఊெொ್	
ఈାఉାఊ

, with ߙ, ,ߚ ߙ Թஹ and	߳	ߛ  ߚ  ߛ  0. 

Finally, Tab. 4 presents the relation between the underlying properties of 

dimension mappings (see Tab. 3) and the partial mapping qualities used. 

D
im

1

Dim 2

Master (A)Mapping (B)

Mapping (C)

θb

θc
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Tab. 4: Properties of dimension mappings linked to partial mapping qualities  

Property 

Partial 

mapping 

quality 

Description 

Coherence MQc 

Coherence and consistency aim to achieve the same thing: The 

order and aggregation of levels should be the same for mapped 

dimensions as for the original dimensions. The MQc translates this 

absolute property of a mapping to one that is evaluated for all 

levels and dimensions individually, so that a gradation of 

coherence/consistency for a comprehensive mapping is possible. 

Soundness MQs 

Similar to the considerations on coherence, the MQs transforms the 

existence of a complete mapping of all elements to a relative 

measure which can be evaluated for each dimension individually 

and then be combined using the average due to its now quantitative 

rather than categorical nature. 

Consistency MQc See coherence. 

Strictness  

The strictness property (each levels only aggregates to only one 

other level) is not measured, but assumed as a prerequisite property 

for participating data warehouses, because otherwise aggregations 

even in one data warehouse could lead to problems (Riazati et al., 

2011). 

 MQb 

The MQb has no equivalent in the discussed dimension matching 

properties, because is does not consider only one dimension, but 

rather the relation of several dimensions to each other before and 

after a mapping. 

 

4.3.2 Path Quality (PQ) 

The PQ needs to combine different MQ values of the edges on a path from one 

peer to another, thus describing the ‘information loss’ (more precisely: the 

information kept). The similar concept of ‘semantic degradation’ has been used in 

Peer Data Management Systems (PDMS) research. Mandreoli et al. (2006) use the 

algebraic product as a function to combine the MQ values and refer in general to 

the function families of t-norms (with the algebraic product being a special form 

of the Hamacher t-norm). They are suitable because of their useful properties, 

e.g., being monotone, associative, commutative and providing values according to 

:ݐ ሾ0,1ሿ ൈ ሾ0,1ሿ → ሾ0,1ሿ . Very different t-norms exist and we feel the need to 

examine (see chapter 5), which are appropriate for the given case as different 
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parametrizations even of the same t-norm family can lead to different rankings of 

edge combinations (see exemplary t-norm plots in Fig. 9).  

 

Fig. 9: Plots of nine exemplary t-norms 

We therefore only state: 

ܲܳ ൌ ,ݒሺܳܯ൫ݐ ,ଵሻݒ … ,ݒሺܳܯ, ,ାଵሻݒ … ,ିଵݒሺܳܯ, ሻ൯ݒ , with ܲሺݒ, ሻݒ  being 

the path in question and ݐሺݔଵ, … , ሻݔ ൌ ݐ ቀݔଵ, ,ଶݔ൫ݐ …ሺݐ ,  .being a t-norm ݐ ,ሻ൯ቁݔ

Identically to the TMQ a true PQ (TPQ) can be defined, that can only be 

calculated having full knowledge of all schemes and translations in a path, which 

is highly unlikely in a real world scenario, as all possible paths between all peers 

would have to be evaluated. TPQ is a ሾ0,1ሿ-value, being 1 if all values of the 

receiving peer in a chain are mapped by values of the sending peer in the same 

chain (see Fig. 10 for an illustration). 
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Fig. 10: Illustrative example of a TPQ calculation along a simple path (TPQ=0.5) 

4.3.3 Routing Quality (RQ) 

A routing represents the set of all used paths by a node (ݒଵ) to all other nodes 

under the condition, that every node (ݒሻ is only reachable by exactly one path 

( ܲ), including suppaths of paths from ݒଵ to any other node ݒ, i.e., if ݒ ∈ ܲ, then 

ܲ is a suppath of ܲ. This is to prevent aggregation and summation errors (see 

section 3.2 and Mazón et al. (2009)). Let ܩ be a new exemplary net with five 

nodes as shown in Fig. 11. 

 

Fig. 11: Alternative routing possibilites in a five-element network 

Then looking from ݒଵ, there are different possible routings, e.g. the one using the 

paths ሺ݁ଵଶሻ, ሺ݁ଵଷ, ݁ଷସ, ݁ସହሻ, and in it ሺ݁ଵଷ, ݁ଷସሻ with MQ values 0.6 and 1.0, which 

seems to be a more promising path from ݒଵ to ݒସ than ሺ݁ଵଶ, ݁ଶସሻ with MQ values 

0.4 and 1.0. However, simple counting of the elements that can be received by this 

routing (8) shows, that the alternative routing ሺ݁ଵଷሻ, ሺ݁ଵଶ, ݁ଶସ, ݁ସହሻ,  leads to more 

overall transferred elements (9), because ݒଷ  cannot map the elements of ݒହ . 

Therefore, a static routing strategy (Medhi and Ramasamy, 2007) that takes all 

paths into account is to be used. Although the network should be (and is) 
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dynamic, fluctuation and net size are small enough to efficiently recreate a static 

routing table regularly. The routing quality for a node ݒଵ  then can be simply 

derived by the average path quality of all used paths: 

ܴܳ ൌ ଵ

ିଵ
∑ ܲܳሺݒଵ, ሻݒ

ୀଶ , with ݊ being the size of the net. 

The true RQ (TRQ) is calculated analogously to the TPQ as the mean TPQ of all 

used paths. 

4.3.4 Net Quality (NQ) 

All previous considerations only deal with the quality of the mappings. On the 

network level, other properties may be considered. They include the robustness of 

the net, i.e., the ability to function, when nodes or connections are lost. Network 

robustness is a complex field of study and a lot of different measures exist (Albert 

and Barabási, 2002; Chen et al., 2012; Grubesic et al., 2008; Jamakovic and 

Uhlig, 2007; Manzano et al., 2011). To avoid blurring of data quality 

measurement with not directly comparable values, we renounce mixing those 

values into the net quality and only use the average path length (AvgPL) and the 

clustering coefficient (CC), that quantifies the connection strength of a 

neighborhood (Albert & Barabási, 2002; Watts and Strogatz, 1998) as 

supplemental descriptive values. The net quality therefore simply is the mean of 

the RQ values and expresses the amount of data that is kept despite of information 

loss in the mappings in the net. It is controlled by the true NQ (TNQ), calculated 

like the other ‘true’ qualities: 

ܰܳ ൌ ଵ


∑ ܴܳሺݒሻ

ୀଵ , with ݒ ∈ ܸ and ݊ being the size of the net. 
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5 Network simulation and results 

Now that quality measures exist, we put them to use by simulating a CroCoBIN 

with varying network and mapping parameters to determine whether the qualities 

provide useful results (by testing them against the true qualities) and to generate 

recommendations on how to structure CroCoBINs in the real world, e.g., which 

net sizes are probably useable. 

5.1 Simulation Model and Implementation Design 

We created a prototypical implementation of a network simulation tool 

(CroCoSIM) based on C# that is able to depict the specific mappings between 

multidimensional DW nodes and to calculate all presented measures. It allows 

parametrization of network topologies, network sizes, target degrees of 

connections for each node, strategies for neighborhood selection, MQ estimation 

for the mapping, weighting of the partial qualities of the MQ and the combination 

function (t-norm). In addition it uses pseudo-random values that ensure identical 

preconditions in various parametrizations. A configurable seed then guarantees 

different basic values to prevent misleading results of a single data set. The peer’s 

schemes are based on a three-dimensional master scheme that is pseudo-randomly 

reduced according to different parameters, so that a minimal mapping of one (top) 

element is guaranteed and mappings can be created automatically. Note, that more 

complex schemes would only lead to more complex mappings, the range of values 

for the MQ, however, would not change in principle. The net is generated using a 

basic algorithm for scale-free nets (the ‘BA algorithm’ (Albert & Barabási, 2002)) 

or random nets similar to Nobari et al. (2011), but instead of reducing a full graph, 

we build it up from a connections-free graph (‘modified random algorithm’ 

(MRA)). Both variants are modified to use the PMQ for each mapping, so that 

connections are not made randomly with just any node. See Tab. 5 and Tab. 6 for 

a parameter description. 
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Tab. 5: Parameters for net generation in CroCoSIM 

Parameter Description 

Basic algorithm 
Creates a random or scale-free network based on a modified algorithm to 
incorporate the predicted MQ. 

Net size Defines the target size of the network. ݊݁݁ݖ݅ݏ_ݐ ∈ Գவ 

Target degree 
Random nets only. Describes the target average(!) degree of every node, 

thus defining the density of the net. ݁݁ݎ݃݁݀_ݐ݁݃ݎܽݐ ∈ Գவଵ	 

m 

Scale-free nets only. Describes the number of nodes, every new node 

connects to. Implicitly describes the size ݉ of a fully connected core 

network. 

݉ ∈ Գவ,݉ ൌ ݉  1 

Densities of scale-free (ܩ) and random (ܪ) networks are comparable with 

݀ሺܩଶሻ ≅ ݀൫ܪ௧௧_ௗ ൯. 

Core net size 
Random nets only. Describe the size of a fully connected core network, 

analogous to scale-free nets’ ݉. ܿ݁ݖ݅ݏ_ݐ݁݊݁ݎ ∈ Գவ 

Seed 

The seed of the pseudo-random generator for the net. Seed of other pseudo-
random generators, e.g., for the dimension and cube creation, are functional 
dependent. 

 

Tab. 6: Parameters for neighborhood selection in CroCoSIM 

 
Applicable 

to 
 

Parameter MRA BA Description 

PMQ 
goodness 
(PMQG) 

X X 

Describes the precision of the estimation/prediction of the 
MQ. 0 equals random numbers, 1 equals a perfect 

prediction. ܩܳܯܲ ∈ ሾ0; 1ሿ 

Target degree 
spread 

X  

Describes the possibility to deviate the actual degree of any 
node from the target degree. 0 equals a forced target degree 

for each node. ݀ܽ݁ݎݏ_݁݁ݎ݃݁݀_ݐ݁݃ݎܽݐ ∈ ሾ0; 1ሿ 

Sorted node 
list 

 X 

Checks peers for potential peering in a sorted manner. 
Increases the chance to chose a node with a high 

PMQ. ݀݁ݐݎݏ ∈ ሼ݁ݑݎݐ;  ሽ݁ݏ݈݂ܽ

µ  X 

Describes the effect of the PMQ on the ‘attractivity’ of the 
existing nodes in the net (Chen and Shi, 2004). 0 equals the 
ignoring of the PMQ, 1 changes the node’s attractivity to the 
one of the node with the highest degree. 

ߤ ∈ Թஹ, Overall attractivity~
ఓൈெொൈ୫ୟ୶	ሺௗሻାௗ

ଵାఓ
 

Selfish 
approach 

X X 

If set to ‘false’, pairing selection will be based on the 
provided(!) MQ to other nodes rather than on the usually 

used received MQ. ݄ݏ݂݈݅݁ݏ ∈ ሼ݁ݑݎݐ;  ሽ݁ݏ݈݂ܽ

MQ (α, β, γ) X X 
Describes the weights of the partial MQ values 

Mܳ௦ ሺߙሻ, ܳܯ ሺߚሻ and ܳܯ ሺߛሻ. 
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5.2 Preliminary Studies 

In our simulation, we followed the dependencies of the qualities in the network. 

Therefore, we first identified a good parameter combination of α, β, and γ for the 

partial qualities of the MQ. Using a regression analysis between the TMQ and the 

partial qualities of the MQ on more than one million generated pairings, we 

identified fitting values ߙ ൌ ߚ ,0.5836 ൌ 0.0556, and ߛ ൌ 0.3608. These values 

are not directly applicable, because MQ and TMQ do not have a linear relation. 

To overcome this issue, we tested 231 combinations of α, β, and γ, where we only 

used 0.05-steps of the parameters with α+β+γ=1, checked the correlation using 

Spearman’s rho and found the combination ߙ ൌ ߚ ,0.60 ൌ 0.05 und ߛ ൌ 0.35 to 

be best-performing, which nearly equals the regression values and thus is used for 

all former simulations. 

As a next step, we analyzed a broad variety of different network combinations, 

generating nearly 16 million paths, which were used to compare the PQ values 

(and the accompanying RQ and NQ values) with their respective true qualities 

(TPQ, TNQ, TRQ) using 35 different t-norms from three different t-norm families 

(Hamacher, Yager, and Frank; see Tab. 9 and Tab. 10 in the appendix for detailed 

definitions and results). The goal was to identify a t-norm that would lead to a PQ 

that most accurately reflects the TPQ and besides that leads to high TPQ values, 

providing a most effective network in terms of information exchange. Using four 

net size classes that would usually occur in real-world cases of SME networks 

(݊ ൌ 25, 50, 100, 200), we found the t-norm ଵܶ.ଶହ
 , i.e., the Yager-norm with 

λ=1.25, to be the single best norm that would reach the given goals in all network 

sizes. It is therefore used in all network simulations. 

As a reference for all considerations regarding the TNQ, we created completely 

connected networks for all parameter combinations, i.e., every node had a direct 

mapping to every other node. In our given setting, the reference values were size-

dependent as expected, reaching a maximum of 0.1171  with ݊ ൌ 200  (݊ ൌ

25: 0.0951, ݊ ൌ 50: 0.1003, ݊ ൌ 100: 0.1111). 

5.3 Network parameter analysis 

We conducted a first preliminary network study to find out which parameters have 

the greatest effect on network quality by conducting a ceteris-paribus (cp) 

analysis. In descending order the most important factors are net size, average 
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degree, PMQG, basic algorithm, the choice of a selfish approach, and lastly the 

seed. Based on the results and on additional considerations, e.g. defining a PMQG 

range of 0.4 to 0.8 (because that is roughly what automated matching can achieve, 

see section 4.3.1) which highly reduced the cp-influence of it, we set values for 

the second study (see Tab. 7).  

Tab. 7: Parameter values of different network studies (@: interval step size) 

Parameter 1st study  values 2nd study  values 3rd study  values 

Basic algorithm Random, Scale-free Random, Scale-free Random 

Net size 25,50,100,200 25,50,100,200 25,50,100,200 

Target degree [4,10] @ 1 [4,10] @ 2 [4,10] @ 2 

m [2,5] @ 1 [2,5] @ 1  

Core net size 1, 5 1 1 

Seed [1,3] @ 1 [1,6] @ 1 [1,6] @ 1 

PMQG [0.0,1.0] @ 0.1 [0.4,0.8] @ 0.1 [0.4,0.8] @ 0.1 

Target degree spread [0.0,1.0] @ 0.1 [0.1,1.0] @ 0.1 [0.1,1.0] @ 0.1 

Sorted node list True, False True  

µ [0.00, 5.00] @ 0.25 [0.00, 2.25] @ 0.25  

Selfish approach True, False True, False True 

 
We then could see that NQ and TNQ values of networks are highly dependent on 

the different parameters and that random networks with a ‘selfish’ approach are 

proven to be superior to scale-free networks and ‘non-selfish’ networks in every 

size class (p < 0.005). See Fig. 12 for a graphical impression of the network 

quality distribution and Tab. 11 in the appendix for the average values.  
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Fig. 12: NQ and TNQ values of different network types 

A third study then was conducted, focusing only on the ‘best’ networks (see Tab. 

7). The graphical analysis suggests that bigger networks lead to higher TNQ 

values. Regarding to the mean value and with no respect to the different average 

degrees this is significantly true for networks of the sizes 50, 100, and 200 (p < 

0.001), but cannot be proven for ݊ ൌ 50 in comparison to ݊ ൌ 25 (p = 0.2339). It 

can be explained by the relatively high connection count of ‘small’ networks. 

Once this effect does not take place any longer, because the net has reached a 

relevant size, bigger nets lead to higher true qualities. That is remarkable, as it 

suggests that company networks will actually profit from taking new partners into 

the net. This phenomenon is similar to the well-known ‘critical mass effect’ which 

can be observed in many networks, e.g., for telecommunication (Katz & Shapiro, 

1994; Oren and Smith, 1981). We confirmed this behavior in a supplementary 

fourth study to take effect for nets up to the size of ca. 300 participants, before 

path lengths increased so much, that information loss was overweighting the 

effect. Note, that the average TNQ value for the nets is very good, e.g. for 

݊ ൌ 200 and an average degree of 7 it is at 0.0722 of a maximum of 0.1171 

(average degree of 199(!)) with some networks reaching values over 0.9.  
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Finally, Tab. 8 shows the influence of the parameters (third study values) and their 

interaction terms (Wooldridge, 2013) in a regression analysis on NQ and TNQ 

values.  

Tab. 8: Influence of parameters on NQ and TNQ 

Parameter Influence on NQ Influence on TNQ 

Degree 0.9476 0.6196 

Net size - 0.8186 0.6495 

Net size x PMQG 0.2339 0.1201 

PMQG 0.2028 0.2094 

Spread 0.1835 - 0.0421 

Degree x Spread - 0.1777 - 0.0120 

Degree x PMQG - 0.1577 0.0753 

Spread x PMQG 0.0874 0.3855 

Net size x Spread 0.0798 0.0783 

Net size x Degree 0.0615 - 0.3449 

 

As assumed before, net size and degree are the most prominent variables. Note, 

that a bigger net size increases the TNQ, but decreases the NQ as path lengths 

take great effect on the t-norm combinations of MQ values. It therefore is vital to 

formulate further hypotheses with reference to size classes. Besides that, we can 

see that not forcing an equal connection count for each peer, i.e., allowing a high 

degree spread, improves NQ and TNQ for higher values of PMQ, because nodes 

that serve as ‘hubs’ can be created. Thus it is recommended not to set too strict 

regulations when designing a cross-company network. 

5.4 Forecasting Abilities of Simple Qualities 

Using the calculated values and different (partly multi-level) regression models, 

we created estimation functions on MQ and NQ values to forecast the TMQ and 

TNQ that could be expected to be existing in networks. Those are 

ܳܯܶ ൌ 	5.7161 ൈܳܯଷ െ 7.600 ൈܳܯଶ  3.3930 ൈܳܯ  0.5026,  

with ܴଶ ൌ 0.9934 and  
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ܶܰܳ ൌ ቀ0,0241 ൈ logଶ


ଶହ
 0,0786 ൈ logଶ

ௗ

ସ
 0,1866ቁ ൈ ܰܳ  ቀ0,0239 ൈ

logଶ


ଶହ
െ 0,0467 ൈ logଶ

ௗ

ସ
െ 0,0140ቁ,  

݀ being the average degree in the net, with ܴଶ ൌ 0.9219. 

As both estimated qualities show a very high coefficient of determination, the 

quality measures MQ and NQ that participants of the network can calculate on 

their own are beneficial for network creation and probably lead to high true 

network qualities. 
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6 Conclusions 

Cross-company BI has been a rising topic of discussion over the past few years. 

We considered existing work about collaborative BI and different similar fields to 

provide a working definition. On this basis we developed CroCoBIN, a reference 

model that provides a solid base for research in many ways, of which we pursued 

the one to practical quality measurement. We have shown that CCBI networks are 

able to work on a P2P basis and that already a small degree of connections 

between the peers brings up nets that are comparative to networks with a central 

scheme, because their information upkeep can be at most as high as the one in 

fully connected networks. P2P networks provide for independence of the 

participants and allow time-bound connections, which is extremely useful for 

companies that form networks based on projects or do not have the wish or 

capability to form long-lasting relations with dominant, probably less flexible data 

structures. Furthermore, we showed that increasing the number of participants 

might even lead to more powerful nets, thus encouraging companies to share data 

and to invite others.  

Although conducted on a very extensive simulation basis, our study has limits. 

First and foremost, it was done on real-world-alike data, but not on real data. Our 

results show that conducting a field study might pay off for the participants and 

we highly recommend such a case study. Second, although we particularly 

mention the ability of P2P networks to adapt to changing environments and 

constant (un-)coupling of peers as a benefit of such a network design, our studies 

could be considered as ‘static’ simulations. We did not focus on the dynamics that 

arise when the element of time is made a more important issue in the use of the 

networks. The data warehouses used by the participants could be used only for a 

short period of time while they were beneficial, e.g., when covering data about 

current events, natural catastrophes, special fairs, etc. Further studies can focus on 

this element more and see if the network configurations uphold their identified 

properties in a more dynamic and time-bound environment – especially when the 

efforts of creating mappings is accounted for more precisely. It also will be 

interesting to discover how (maybe agent-based) distributed analyses can be 

implemented in these networks with their structure-changing nature. 
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The reference model and our search for covered topics show a lot of other options 

for further research. Those include the identification of suitable matching 

algorithms, defining appropriate cache technologies, and evaluating different 

regulations for CCBI networks, especially focusing on security and trust issues. 

The quality measures we developed will then provide a comparable measurement 

of the quality to be achieved in very different network configurations.  
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Appendix 

Tab. 9: Names and definitions of t-norm families 

Name Definition 

Minimum ெܶሺݔ, ሻݕ ൌ minሺݔ,   ሻݕ

Hamacher ఒܶ
ுሺݔ, ሻݕ ൌ ቊ

0
௫௬

ఒାሺଵିఒሻሺ௫ା௬ି௫௬ሻ
  

, for ߣ ൌ ݔ ൌ ݕ ൌ 0 

, for ߣ ∈ሿ0;∞ሾ 

Frank ఒܶ
ிሺݔ, ሻݕ ൌ

ە
ۖ
۔

ۖ
ۓ ெܶሺݔ, ሻݕ

ଵܶ
ுሺݔ, ሻݕ

logఒ ቆ1 
ሺߣ௫ െ 1ሻሺߣ௬ െ 1ሻ

ߣ െ 1
ቇ

 

, for ߣ ൌ 0 

, for ߣ ൌ 1 

, for ߣ ∈ሿ0; 1ሾ⋃ሿ1;∞ሾ 

Yager 
ఒܶ
ሺݔ, ሻݕ ൌ maxሺ1 െ ൫ሺ1 െ ሻఒݔ  ሺ1 െ ሻఒ൯ݔ

భ
ഊ, 0ሻ    , for ߣ ∈ሿ0;∞ሾ 

 

Tab. 10: Ranks and z-values for different t-norms (Hamacher(0.0) is the algebraic product, 
Frank(0.0) is the minimum-norm) 

 Rank 
Correlation 

Rank 
Mean TNQ 

Rank 
Complete 

z-Value
Complete

Rank 
 ൌ 

Rank 
 ൌ  

Rank 
 ൌ 

Rank 
 ൌ 

1 Yag(5.000) Ham(5.00) Yag(1.25) 0.3904 6 3 2 1
2 Yag(10.00) Ham(10.00) Yag(1.00) 0.3863 3 2 26 24
3 Fra(0.00) Ham(3.00) Ham(5.00) 0.3219 4 4 27 25
4 Yag(3.00) Fra(10.00) Ham(10.00) 0.3088 1 1 28 27
5 Yag(2.00) Yag(1.00) Fra(10.00) 0.3043 7 6 22 15
6 Ham(0.00) Ham(2.00) Ham(3.00) 0.2975 5 5 25 19
7 Yag(1.75) Fra(5.00) Ham(2.00) 0.2924 8 7 23 21
8 Yag(1.25) Ham(1.75) Fra(1.50) 0.2914 15 15 15 3
9 Ham(0.25) Fra(3.00) Fra(3.00) 0.2899 11 9 19 11

10 Yag(1.50) Ham(1.50) Fra(2.00) 0.2889 12 12 17 18
11 Yag(1.00) Fra(2.00) Fra(1.75) 0.2877 14 13 14 14
12 Fra(0.25) Yag(1.25) Fra(5.00) 0.2876 9 8 20 17
13 Ham(0.50) Fra(1.75) Ham(1.50) 0.2870 13 10 18 16
14 Fra(0.50) Ham(1.25) Yag(1.50) 0.2867 26 16 1 2
15 Ham(0.75) Fra(1.50) Fra(1.25) 0.2864 17 17 13 4
16 Fra(0.75) Fra(1.25) Ham(1.75) 0.2863 10 11 21 13
17 Ham(1.00) Ham(1.00) Ham(1.25) 0.2838 16 14 16 12
18 Fra(1.25) Fra(0.75) Fra(0.75) 0.2801 19 19 11 6
19 Fra(1.50) Ham(0.75) Ham(1.00) 0.2796 20 18 12 5
20 Fra(1.75) Fra(0.50) Ham(0.75) 0.2737 21 20 10 8
21 Ham(1.25) Yag(0.75) Fra(0.50) 0.2711 22 22 9 7
22 Fra(2.00) Ham(0.50) Ham(0.50) 0.2622 24 23 8 9
23 Fra(3.00) Yag(1.50) Ham(0.00) 0.2554 18 26 3 23
24 Ham(1.50) Fra(0.25) Fra(0.25) 0.2534 25 24 7 10
25 Fra(10.00) Ham(0.25) Ham(0.25) 0.2529 23 25 6 22
26 Ham(5.00) Ham(0.00) Yag(1.75) 0.1996 27 27 5 20
27 Ham(2.00) Yag(1.75) Yag(0.75) 0.1606 2 21 30 29
28 Ham(1.75) Yag(0.50) Yag(2.00) 0.1124 29 28 4 26
29 Fra(5.00) Yag(2.00) Yag(3.00) -0.1466 30 29 24 28
30 Ham(3.00) Yag(0.25) Yag(5.00) -0.4801 32 31 29 30
31 Ham(10.00) Yag(0.00) Yag(0.50) -0.8481 31 30 33 32
32 Yag(0.75) Yag(3.00) Yag(10.00) -0.9365 33 32 31 31
33 Yag(0.50) Yag(5.00) Fra(0.00) -1.2322 34 33 32 33
34 Yag(0.25) Yag(10.00) Yag(0.25) -2.0619 28 34 34 34
35 Yag(0.00) Fra(0.00) Yag(0.00) -2.0729 35 35 35 35
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Tab. 11: NQ and TNQ values for different networks (2nd study) 

Net size Basic algorithm ‚selfish‘ NQ TNQ

25 

Random 
true 0.4282 0.0592

false 0.4426 0.0559

Scale-free 
true 0.3958 0.0507

false 0.4042 0.0494

50 

Random 
true 0.3547 0.0589

false 0.3890 0.0529

Scale-free 
true 0.3221 0.0505

false 0.3340 0.0485

100 

Random 
true 0.3161 0.0659

false 0.3957 0.0558

Scale-free 
true 0.2639 0.0539

false 0.2877 0.0516

200 

Random 
true 0.2816 0.0722

false 0.4033 0.0602

Scale-free 
true 0.2031 0.0581

false 0.2334 0.0561
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